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Abstract—We consider the problem of estimating unknown
input forces on structural systems using only noisy acceleration
measurement data. This is an important task for condition mon-
itoring, for example, to predict fatigue damage in a structure’s
body or to reduce transmission of vibrations in marine vessels.
In this paper, we propose a new idea to estimate an input
force with a sinusoidal form by formulating a force identification
problem without a direct feed-through system. Consequently, the
minimum variance unbiased (MVU) filter can be implemented
coupled with a fast Fourier transform algorithm to estimate
unknown input forces accurately in real-time. Moreover, when the
input force is completely unknown, the ensemble sampling method
combined with an augmented Kalman filter can be formulated
to significantly reduce computation time. Experimental results
confirm the effectiveness of our proposed methods and show that
the formulations investigated outperform other state-of-the-art
methods in terms of computational cost whilst not compromising
estimation performance.

Index Terms—Non-linear filtering, Bayes estimations, Mass-
spring-damper system, Minimum variance unbiased (MVU) fil-
ters, Ensemble Augmented Kalman filters (EnAKF).

I. INTRODUCTION

State estimation of a system plays an important role in con-

dition monitoring the structural health of various mechanical

systems in various civil, mechanical or marine engineering

applications. Very often, this estimation is implemented by

monitoring acoustic noise or structural vibration coming from

different parts of the original system. The conventional aim of

condition monitoring is in fault detection and predictive main-

tenance [1], [2]. For example, state estimation can be used to

predict fatigue damage in a structure’s body [3], or to develop a

dynamic hydraulic absorber to reduce vibration transmission

in marine vessels [4]. One of the popular methods in state

estimation is to model systems directly in the time domain,

so-called state-space modelling, by describing the relationship

between state variables and measurements via Bayes’s rules.

In particular, Bayes state estimation (or Bayes filtering) is an

online method dealing with the problem of inferring knowl-

edge about the unobserved state of a dynamic system, which

changes over time, from a sequence of noisy observations.

One of the earliest forms of Bayes filters is the Kalman

filter (KF), firstly introduced in 1960 by Kalman [5], wherein

the state dynamic and measurement models are linear, and

their corresponding variables follow Gaussian distributions.

When dynamic and measurement models are somewhat non-

linear, two conventional approximate solutions are extended

Kalman filter (EKF) [6], [7] and unscented Kalman filter

(UKF) [8], [9]. When dynamic and measurement models are

extremely non-linear, a particle filter (PF) [10]–[12] is usually

implemented.

In structural dynamics, the degrees-of-freedom (DoF) is

comprised of the displacements (positions) and velocities that

characterise the displacements of the masses related to its

initial location. Early efforts of estimating unknown structural

states using measurements of displacements and/or velocities

have been investigated in [13]–[16]. However, it is extremely

challenging to measure the system’s displacements and veloci-

ties directly in order to apply a standard Kalman filter wherein

state, and measurement variables are only displacements and

velocities. In practice, commonly available measurement data

of structural systems are only acceleration data collected at

a few DoF mass points using accelerometers [17]. Subse-

quently, various applications for estimating state variables

using Kalman filters with acceleration data only have been

proposed [18]–[20].

Besides state estimation, another important aspect of struc-

tural monitoring is identifying inputs/parameters of the sys-

tems. The EKF, which is based on linearisation of the non-

linear dynamics and measurement models, is the most com-

monly used method in several applications such as parameter

identification [21], [22], damage detection [23], [24] or up-

dating model [25] wherein the input forces are known [26].

Other techniques for identifying parameters in highly non-

linear systems use the UKF [27] or PF [28], which are com-
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putationally more demanding. Detailed comparisons between

UKF and PF filters are investigated in [29], which confirms

the effectiveness of PF compared to the EKF and UKF

for identifying parameters in highly non-linear systems [3].

However, the major drawback of standard PF is its high

computational cost; this makes a standard PF formulation

infeasible for problems with a high dimensional space such

as that with an n-DoF system. Although the modern versions

of PF (e.g., particle flow filters [30], [31]) can mitigate the

curse of dimensionality problems, an initial assumption about

distribution (PF) or mean and covariance (EKF/UKF) of the

estimated parameters is required. An incorrect initial estimate

will be detrimental to the efforts on estimation outcomes.

Moreover, possible measurement outliers can noticeably affect

the estimation performance.

The idea of jointly estimating the state and unknown in-

puts/parameters using the output measurements has emerged

recently. The early approaches include i) considering unknown

parameters as additional state variables [32], ii) using an

interactive multiple model procedure [32], iii) solving the

state estimation and model parameters identification problems

jointly by a two-step iterative procedure: first, estimate states

by assuming model parameters are known completely, then,

identify model parameters using the estimated states. See [33]

and references therein for more details. The first optimal

approach was proposed by Madapusi [34] and Gillijns [35],

which can be formulated as a minimum variance unbiased

(MVU) filter without direct feed-through (transmission) for

optimal control applications. This filter is both unbiased and

optimal. However, the MVU filter without direct feed-through

requires the unknown input force to be differentiable (e.g.,

an input force with a sinusoidal form is differentiable). The

unbiased filter with direct feed-through is also introduced

in [36] by Gillijins and De Moor and is named after its authors

as the GDF. A different approach is to augment the state with

the unknown input which leads to the so-called augmented

Kalman filter (AKF), firstly proposed in [37] for the KF, and

later generalised for the EKF in [38]. However, the AKF may

lead to untrustworthy estimation if only acceleration mea-

surement data are available [39], which can be alleviated by

using dummy displacement measurements. Another approach

to jointly estimating state/inputs is to employ the so-called dual

Kalman filter (DKF) [3], [40], for a linear state-space model

involving an accurate structural model without noise [26].

Although these filters (GDF, AKF, DKF) can estimate the

unknown input force accurately, its computational demand is

prohibitively high, which prevents its real-time implementation

for large and complex n-DoF structural systems.

In this paper, we focus on the problem of estimating an

unknown input force parameter for a large n-DoF structural

system efficiently and effectively. If the input force has a si-

nusoidal form, we propose using the MVU filter without direct

feed-through to estimate the force parameter since MVU filters

are fast, optimal and unbiased. When the input force form is

unknown, the problem is formulated as a filtering problem

with direct feed-through. One of the efficient filters for a large

Sensor Sensor Sensor

Fig. 1. An n-DoF structural system.

system is the ensemble Kalman filter (EnKF), proposed by

Evensen [41]–[43] wherein the estimated states are represented

as an ensemble of possible state vectors randomly generated

using a Monte Carlo method. The EnKF algorithm does not

require any linearisation of the model as in EKF (a first-order

Taylor series), and also does not require computing the full

error covariance matrix; this leads to noticeable computational

cost reductions. Therefore, we adapt the EnKF into the AKF

and devise the so-called EnAKF to reduce the computational

cost.

II. PROBLEM FORMULATION

A. Notations

For notational simplicity, lowercase letters denote scalar

values (e.g., x), uppercase letters denote vectors (e.g., X),

while bold uppercase letters denote matrices (e.g., X). More-

over, if x denotes displacement, then ẋ and ẍ denote its

corresponding velocity and acceleration, respectively. Further,

we use the function diag(D, i) to represent a [length(D) +
i]× [length(D) + i] square matrix, where the vector D is the

ith diagonal (relative to the main diagonal, i.e., i = 0) of the

created matrix. Further, we abbreviate diag(D, 0) = diag(D).
(·)T denotes the transpose of the vector or matrix (·).

B. The State-Space Model of an n-DoF Structural System

The dynamic motion model of an n-DoF structural system

illustrated in Fig. 1 can be described as:

MẌ(t) +CẊ(t) +KX(t) = F (t), (1)

where M denotes an n × n system mass matrix, C denotes

an n × n damping coefficient matrix, K denotes an n × n
spring stiffness matrix, F (t) denotes the n × 1 input force

vector, and Ẍ(t), Ẋ(t), X(t) are the n×1 vectors that denote

the acceleration, velocity and position (i.e., displacement) at

time t, respectively. Here, M = diag([m1,m2, . . . ,mn]),
Ẍ = [ẍ1, ẍ2, . . . , ẍn]

T , Ẋ = [ẋ1, ẋ2, . . . , ẋn]
T , X =

[x1, x2, . . . , xn]
T , F (t) = Sff(t) where Sf = [1, 01×(n−1)]

T

with 01×(n−1) denoting the 1× (n− 1) zero-vector and f(t)
is the unknown input force applied to mass m1.

As in [44], we assume that we can approximate the damping

f (c) and spring f (k) forces using the analytic functions of

relative position ǫ and velocity ǫ̇, such that

f
(c)
i = ciǫ̇i + c̃i[ǫ̇i]

3, f
(k)
i = kiǫi + k̃i[ǫi]

3, (2)

ǫ̇i = ẋi+1 − ẋi, ǫi = xi+1 − xi, ∀i = 1, . . . , n, (3)
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where ci, c̃i, ki and k̃i are constants. Hence, the damping

coefficient matrix C and the stiffness matrix K can be

approximated as followed [44]:

C = diag([c1 + c̃1(ẋ2 − ẋ1)
2, . . . , cn + c̃n(ẋn+1 − ẋn)

2])

− diag([c1 + c̃1(ẋ2 − ẋ1)
2, . . . , cn−1 + c̃n−1(ẋn − ẋn−1)

2], 1)

− diag([c1 + c̃1(ẋ2 − ẋ1)
2, . . . , cn−1 + c̃n−1(ẋn − ẋn−1)

2],−1)
(4)

K = diag([k1 + k̃1(x2 − x1)
2, . . . , kn + k̃n(xn+1 − xn)

2])

− diag([k1 + k̃1(x2 − x1)
2, . . . , kn−1 + k̃n−1(xn − xn−1)

2], 1)

− diag([k1 + k̃1(x2 − x1)
2, . . . , kn−1 + k̃n−1(xn − xn−1)

2],−1)
(5)

where xn+1 = ẋn+1 = 0.

The problem is to estimate the unknown input force f(t)
applied to the mass m1 using only acceleration measurement

data.

III. ESTIMATING AN UNKNOWN INPUT FORCE WITH A

SINUSOIDAL FORM

In this section, we present a method of estimating an

unknown input force with a sinusoidal form using an MVU

(minimum variance unbiased) filter by formulating the prob-

lem as a linear system without direct feed-through of the input

force to the measurements.

Assume that the sinusoidal force applied to the mass m1 is

f = F0 sin(w0t+ φ0). (6)

where F0 is the force amplitude, w0 is the force frequency, and

φ0 is the force phase offset. Hence, by taking the derivative

of the force, i.e.,

df

dt
= F0w0 cos(w0t+ φ0), (7)

and incorporating acceleration as one of the elements of the

state vector, i.e., X = [XT , ẊT , ẌT ]T = [XT
1 , X

T
2 , X

T
3 ]

T ,

we can discretise the continuous system in (1) into a state-

space model, as follows:





X1,k

X2,k

X3,k



 =







In In△t In△t2/2
0n In In△t

0n −
K

M
In△t In −

C

M
△t











X1,k−1

X2,k−1

X3,k−1



 (8)

+

[

02n×1

Sf

]

F0w0△t

m1
cos[w0(k − 1)△t+ φ0].

where In denotes the n × n identity matrix, 0n denotes the

n× n zero matrix, 0m×1 denotes the m× 1 zero-vector, and

△t is a discrete measurement time step. Equation (8) can be

simply expressed as

Xk = AXk−1 +Gdk−1. (9)

Here, A =







In In△t In△t2/2
0n In In△t

0n −
K

M
△t In −

C

M
△t






, G =

[

02n×1

Sf

]

,

and

dk−1 =
F0w0△t

m1
cos[w0(k − 1)△t+ φ0]. (10)

Under the assumption that the dynamic and measurement

systems are disturbed by white noise, we have the following

state-space equations without direct feed-through of dk−1 into

the measurements Yk, given by:

Xk = AXk−1 +Gdk−1 +Qk−1, (11)

Yk = HXk +Rk, (12)

where Qk−1 ∼ N (0,ΣQ) is the Gaussian process noise

with zero mean and a 3n × 3n covariance matrix ΣQ, H =
[0n×2n In], and Rk ∼ N (0,ΣR) is the zero mean observation

noise with an n×n covariance matrix ΣR. Notably, there is no

dk−1 term in (12), thus, this system is called a linear system

without direct feed-through.

The Minimum Variance Unbiased (MVU) Filter: Since

rank(HG) = 1, and rank(G) = 1, the Assumption 1 in [34]

holds. Therefore, we can apply the MVU filter as follows:

X̂k|k−1 = AX̂k−1,

Pk|k−1 = APk−1A
T +ΣQ,

R̃k = HPk|k−1H
T +ΣR,

Vk = HG = Sf ,

Fk = Pk|k−1H,

Πk = (V T
k R̃

−1

k Vk)
−1V T

k R̃
−1

k = 1, (13)

Lk = G, (14)

Pk = Pk|k−1 −GR̃
−1

k GT − FkG
T −GFT

k ,

X̂k = X̂k|k−1 + Lk(Yk −HX̂k|k−1), (15)

d̂k−1 = Πk(Yk −HX̂k|k−1) = Yk −HX̂k|k−1.
(16)

Remark 1: The estimated feed-through d̂k−1 in (16) of dk−1

in (10) has the form of the derivative of the input force f
(see (7) and (9)) since Πk = 1 in (13) and Lk = G in

(14). Therefore, it requires an additional processing step to

compute f . For example, we can use a fast Fourier transform

(FFT) algorithm to extract the unknown amplitude F0w0 and

frequency w0 of dk−1. However, if w0 is incorrectly estimated,

the estimation error of the input amplitude F0 compared to its

ground truth can be substantially large.

IV. ESTIMATING AN UNKNOWN INPUT FORCE WITHOUT

ANY PRIORS

In this section, we consider the problem of estimating the

unknown input force without any prior, by formulating the

problem as a linear system with direct feed-through of inputs

to measurements. Since the input forces are unknown, we
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cannot take its derivative to apply the discretisation method

that includes the acceleration as an element of a state as in

the previous section. Instead, by selecting the state vector

X = [XT , ẊT ]T = [XT
1 , X

T
2 ]

T , (1) can be discretised to

obtain:

[

X1,k+1

X2,k+1

]

=

[

In In△t

−
K

M
△t In −

C

M
△t

]

[

X1,k

X2,k

]

+

[

0n×1

M
−1Sf△t

]

fk. (17)

Assume that only accelerations Ẍ are measured. Thus,

based on (1) the noiseless measurement vector Y as follows:

Yk = −[
K

M

C

M
]× [X1,k, X2,k]

T +M
−1Sffk (18)

Assuming, as before, that the dynamic and measurement

systems are disturbed by white noise, we have the following

state-space equations:

Xk+1 = AXk +Bfk +Qk, (19)

Yk = GXk + Jfk +Rk, (20)

where A =

[

In In△t

−
K

M
△t In −

C

M
△t

]

, B =

[

0n×1

M
−1Sf△t

]

,

G = −

[

K

M

C

M

]

, J = M
−1Sf , Qk−1 ∼ N (0,ΣQ) is

the Gaussian process noise with zero mean and a 2n × 2n
covariance matrix ΣQ, and Rk ∼ N (0,ΣR) is the zero mean

observation noise with an n × n covariance matrix ΣR. No-

tably, we have the fk term in both dynamic and measurement

models, i.e., (19) and (20), thus, this system is called a linear

system with direct feed-through to measurements.

The Ensemble Kalman Filter Based on AKF (EnAKF):

In this work, we derive the EnAKF filter by combining the

ensemble sampling method from EnKF filter [42], [45] and

the AKF filter [37] that augments the unknown force into the

state, i.e.,

X a
k = [X T

k fk]
T . (21)

Thus, the augmented state equation is obtained based on

(19),(20):

X a
k+1 = A

aX a
k +Qa

k, (22)

Yk = GaX
a
k +Rk, (23)

where A
a =

[

A B

0n In

]

; Qa
k ∼ N (0,Σa

Q) is the Gaussian pro-

cess noise with zero mean and a (2n+1)×(2n+1) covariance

matrix Σ
a
Q =

[

ΣQ 02n×1

01×2n Σf

]

; Σf is the initial estimation

covariance noise of the input force f ; Ga = [G J ]T ;

Rk ∼ N (0,ΣR) is the zero mean observation noise with an

n× n covariance matrix ΣR.

Suppose that at time k, the state X a
k is approximated by an

ensemble of q possible states X e
k , where

X e
k ≈ {X

(1)
k , . . . ,X

(q)
k }. (24)

Then the EnAKF filter can be described using the two

following stages:

1. Forecast step:

X̂
(i)
k = A

a
X

(i)
k−1 +Q

a,(i)
k , ∀i = 1, . . . , q,

X̄ e
k = (

q
∑

i=1

X
(i)
k )/q,

Y
(i)
k = G

a
X̂

(i)
k +R

(i)
k , ∀i = 1, . . . , q (25)

Ȳk = (

q
∑

i=1

Y
(i)
k )/q,

E
x
k =

[

X̂
1
k − X̄ e

k , . . . , X̂
q
k − X̄ e

k

]

,

E
y
k =

[

Y 1
k − Ȳk, . . . , Y

q
k − Ȳk

]

,

P
xy
k = E

x
k(E

y
k)

T /(q − 1), (26)

P
yy
k = E

y
k(E

y
k)

T /(q − 1). (27)

2. Analysis step:

Kk = P
xy
k (Pyy

k )−1, (28)

X
(i)
k = X̂

(i)
k +Kk(Yk +R

(i)
k −G

a
X̂

(i)
k ), ∀i = 1, . . . , q

(29)

where A
a and G

a are defined in (22) and (23), while Q
a,(i)
k

and R
(i)
k are an ensemble of Qa

k and Rk, respectively.

Remark 2: The Kalman Gain Kk in (28) is calculated via the

covariance error P
xy
k in (26) and P

yy
k in (27) instead of the

full covariance matrix of P
xx
k with much higher dimensions.

Therefore, the EnAKF filter leads to substantially reduced the

computational cost.

V. EXPERIMENTS

In this section, we conduct two experiments to validate and

demonstrate the effectiveness of the proposed algorithm. First,

a comprehensive study of applying the MVU filter to estimate

an unknown input force with a sinusoidal form is investigated.

Second, we compare our proposed EnAKF and other state-of-

the-art methods, including AKF, DFK and GDF filters when

estimating the unknown input force without any prior. All

of the numerical experiments were conducted on a desktop

computer with an Intel(R) Core(TM) i7-6700 CPU @ 3.4 GHz

with 32 GB RAM and using MATLAB-R2019b software.

A. Experiment 1 — without direct feed-through formulation

We estimate the force parameters using a minimum-variance

unbiased (MVU) filter and a fast Fourier transform (FFT)

for a 100-DoF system. In this example, we implement the

minimum-variance unbiased (MVU) filter to estimate the un-

known dk signal in a 100-DoF system and subsequently use an

FFT to estimate the unknown force parameters: i) amplitude,

and ii) frequency.
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parameters based on d̂k’s values.
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Fig. 3. Comparison of estimated and truth displacement values.

Parameter values of the 100-DoF system

are: M = diag([linspace(10, 100, 100)]) kg;

[c1, . . . , c100] = linspace(2.5, 10, 100) Ns/m;

[c̃1, . . . , c̃100] = 100 · linspace(2.5, 10, 100) Ns/m;

[k1, . . . , k100] = linspace(3, 10, 100) × 105 N/m;

[k̃1, . . . , k̃100] = 2 · 107 · linspace(3, 10, 100) N/m. Here,

linspace(x1, x2, N) is a MATLAB function that generates N
points distributed equally between x1 and x2. An external

force with amplitude F0 = 2.5 · 105 N, angular frequency

ω0 = 400 rad/s, and initial phase φ0 = π/6 rad are considered

for the simulation.

In this experiment, we set the sampling time step △t =
0.0039 s with a sensor sampling rate of Fs = 1/△t =
256 Hz, while total experiment time is set at 500 s. Since F0

and ω0 is not part of the state vector, the filter does not need to

assume any prior information about these parameters. For FFT

parameters, we set a number of FFT bins NFFT = 512 sam-

ples, with a total measurement time equal to NFFT /Fs = 2 s,

a 4-term Blackman-Harris window is used as a windowing

function.

Fig. 2a and b show the estimated values of the derivative of

the input force d̂k versus its ground truth dk using the MVU

filter. Fig. 2c shows the estimated force parameters, frequency

w0 and amplitude F0, obtained using an FFT based on d̂k
values. The results demonstrate that this method is able to

estimate the force parameters accurately with total delay in

this case of 2 s or 512 samples.

Fig. 3 shows the comparison between estimated and ground-

truth values of displacement for a few representative masses

in the 100-DoF system over 500 s under the influence of

the external force. As expected, the results confirm that when

applying an external force continuously, displacements occur

across all the masses in the 100-DoF system, over time.

The overall estimated error of input force parameters and

the displacement of the first contact point at mass m1 is

reported in Table. I. The results demonstrate that the MVU

filter can accurately estimate the force-frequency ω0 with the

estimated error of only 0.25 %. Although the absolute error

of the force amplitude F0 is high, its relative error is less than

5 %. Since the MVU filter is an unbiased and optimal filter,

its estimated displacement error is negligible. As discussed

in Remark 1, if the estimation error of w0 is large, then the

estimated value of the input amplitude F0 can be considerably

different compared to its ground truth. However, as observed

in this experiment, the FFT algorithm accurately calculates the

estimated frequency of w0 with a small relative error at 0.25%.
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TABLE I
ESTIMATED ERRORS OF INPUT FORCE PARAMETERS AND THE

DISPLACEMENT OF m1

F0 (N) ω0 (rad)
Displacement

error of m1(m)

Absolute Error 9.1e3 1.02 1.1e-4

Relative Error (%) 3.64 0.25 0.014

As a result, F0 is estimated correctly using our proposed MVU

filter with the derivative approach for input forces.

The processing time for this MVU filter of a 100-DoF

system over the total experiment time of 500 s is 400.50 s;

hence, it is feasible to estimate the unknown input force

parameter values, even for a complex 100-DoF system, in a

real-time manner.

B. Experiment 2 — with direct feed-through formulation

We compare the performance of GDF, AKF, DKF and

EnAKF filters. In this example, we consider the same mass-

spring-damper system and force parameters as in Example

1 with a 100-DoF system; notably, in Example 1, the force

parameters were subsequently estimated using an FFT. As

remarked in [40], GDF does not require any prior information

or assumptions on the unknown input. In contrast, the AKF,

DKF, and EnAKF filters require an initial estimate for its input

mean and covariance at time 0. The number of ensembles used

for EnAKF is q = 500, while the total measurement time used

in the experiments is 5 s.

Fig. 4 a and b show the estimated values of input force f̂k
versus its ground truth fk using GDF, AKF, DKF and EnAKF.

The results show that all four methods can accurately estimate

the unknown input force values without knowing its form, i.e.,

the sinusoidal form in our case.

Fig. 4c shows the estimated force parameter results based

on f̂k values using a 4-term Blackman-Harris window and an

FFT operation to extract the frequency w0 and amplitude F0

of the input force. The results demonstrate that these methods

can estimate the force parameters accurately with a total delay

of, in this case, 2 s or 512 samples (since the four methods

result in the same estimated parameters, only one graph is

plotted here).

Fig. 5 depicts the estimated displacements of different

filtering methods at masses m1, m51 and m100. Further,

Table II shows the estimated errors of input force parameters

and the displacement of m1—the first mass in contact with the

input force. The results show that all of the filtering methods

provide the same estimated results for both amplitude F0 and

frequency w0 of the input force. However, for displacement

estimation, GDF outperforms the other filters, while EnAKF

shows relatively poor performance. The reason is that GDF

is the optimal filter, while the remaining filters are only sub-

optimal. Further, the EnAKF filter is the approximated filter

of the AKF filter. Thus its estimation performance can be

expected to be slightly degraded compared to the AKF filter.

Table. III depicts a comparison of the processing times for

the different filters for various degrees-of-freedom ndof . The

TABLE II
ESTIMATION ERRORS OF INPUT FORCE PARAMETERS AND THE

DISPLACEMENT OF m1

Filters F0(%) ω0(%)
Displacement

error of m1(m)

MVU∗ 3.64 0.25 0.000

DKF 3.89 0.25 0.006

GDF 3.89 0.25 0.000

AKF 3.89 0.25 0.044

EnAKF 3.89 0.25 0.099

TABLE III
COMPARISON OF PROCESSING TIMES FOR DIFFERENT FILTERS VERSUS

THE DEGREES-OF-FREEDOM NUMBER

ndof 10 20 30 50 100

MVU∗ (s) 0.24 0.44 0.66 1.48 5.11

DKF (s) 0.60 1.28 3.31 4.92 20.72

GDF (s) 0.99 2.14 6.24 9.12 39.15

AKF (s) 0.61 1.02 2.51 3.36 15.05

EnAKF (s) 1.42 2.29 4.09 4.88 13.16
∗ Note: The MVU filter assumes the force to be unknown but modelled and
differentiable. According to MVU’s derivation, the covariance error matrix

Pk is updated without calculating the inversion of its predicted value P̂k .
Thus its computational cost is smaller compared to the other filters. Since the
MVU filter is categorised as without direct feed-through while the remaining
filters are with direct feed-through types, its computational time is provided
for completeness and as a baseline for comparing among direct feed-through
filters where a model for the force is not required.

results demonstrate that when the degrees-of-freedom is small,

the AKF filter consistently outperforms other filters in term of

computational time. However, when ndof is large, i.e., ndof ≥
100, the EnAKF filter requires the least computational power

since it does not need to compute the full covariance error

matrix.

Discussion: Although the EnAKF filter does not perform

well in the estimation of the displacements, its performance

in estimating the unknown and unmodelled input forces is

comparable to other filters and is the fastest filter when ndof is

large. On the other hand, the GDF filter is the best performing

filter in terms of estimating the displacement; however, the

GDF filter takes a longer time to compute. Furthermore,

as observed in our numerical experiments and in [3], the

GDF filter often suffers from numerical instability caused by

the failure to evaluate the inversion of the error covariance

matrix P
f
k = (JT

R̃
−1

k J)−1 if the measurement period is

long enough. The reason is that GDF is subject to spurious

low-frequency drifts caused by acceleration’s insensitivity to

any quasi-static components in the input force [26], wherein

dummy displacement measurements can be used to mitigate

the issues [39]. Hence, we can only compare the four filters

within 5 seconds of measurements instead of 500 seconds as

in the case of the MVU filter presented in Sec V-A.

Further, as presented in Table. II and Table. III, the MVU

filter is the best performing filter across all measured metrics.

Hence, if the unknown input force is differentiable and can

be modelled in advance, the MVU filter provides an optimal

method of estimating the input force.
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estimated from f̂ values (since four methods result in the same estimated parameters, only one graph is plotted here).
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Fig. 5. Displacement estimations based on GDF, AKF, DKF and EnAKF versus truth values of a set of representative masses.

VI. CONCLUSION

In this paper, we have proposed two novel approaches for

estimating an unknown input force applied to a large structural

system. If the input force has a sinusoidal form, the MVU filter

coupled with a force extraction technique from estimated force

derivative can be implemented to estimate the unknown force

in real-time environments for the large structural system. When

the input force is completely unknown, our proposed EnAKF

filter can significantly reduce computational time compared to

other state-of-the-art methods without degrading the estimation

performance.

REFERENCES

[1] S. M. A. Al-Obaidi, M. S. Leong, R. R. Hamzah, and A. M. Abdelrhman,
“A Review of Acoustic Emission Technique for Machinery Condition
Monitoring: Defects Detection & Diagnostic,” in Mechanical and Elec-

trical Technology IV, ser. Applied Mechanics and Materials, vol. 229.
Trans Tech Publications Ltd, 11 2012, pp. 1476–1480.

[2] J. Coady, D. Toal, T. Newe, and G. Dooly, “Remote acoustic analysis
for tool condition monitoring,” Procedia Manufacturing, vol. 38, pp.
840 – 847, 2019, International Conference on Flexible Automation and
Intelligent Manufacturing.

[3] S. E. Azam, E. Chatzi, and C. Papadimitriou, “A dual Kalman filter ap-
proach for state estimation via output-only acceleration measurements,”
Mechanical Systems and Signal Processing, vol. 60, pp. 866–886, 2015.

[4] P. G. Dylejko, N. J. Kessissoglou, Y. Tso, and C. J. Norwood, “Opti-
misation of a resonance changer to minimise the vibration transmission
in marine vessels,” Journal of Sound and Vibration, vol. 300, no. 1, pp.
101 – 116, 2007.

[5] R. E. Kalman, “A new approach to linear filtering and prediction
problems,” Journal of Basic Engineering, vol. 82, no. 1, pp. 35–45,
1960.

[6] Y. Bar-Shalom, P. K. Willett, and X. Tian, Tracking and data fusion.
YBS publishing Storrs, CT, USA, 2011, vol. 11.

[7] A. H. Jazwinski, Stochastic processes and filtering theory. Courier
Corporation, 2007.

[8] S. Julier, J. Uhlmann, and H. F. Durrant-Whyte, “A new method for
the nonlinear transformation of means and covariances in filters and
estimators,” IEEE Transactions on Automatic Control, vol. 45, no. 3,
pp. 477–482, 2000.

[9] S. J. Julier and J. K. Uhlmann, “Unscented filtering and nonlinear
estimation,” Proceedings of the IEEE, vol. 92, no. 3, pp. 401–422, 2004.

[10] N. J. Gordon, D. J. Salmond, and A. F. Smith, “Novel approach to
nonlinear/non-Gaussian Bayesian state estimation,” IEE Proceedings F

- Radar and Signal Processing, vol. 140, no. 2, pp. 107–113, 1993.

[11] N. Gordon, “A hybrid bootstrap filter for target tracking in clutter,” IEEE

Transactions on Aerospace and Electronic Systems, vol. 33, no. 1, pp.
353–358, 1997.

[12] B. Ristic, S. Arulampalam, and N. J. Gordon, Beyond the Kalman filter:

Particle filters for tracking applications. Artech house, 2004.

[13] J. Ching and J. Beck, “Real-time reliability estimation for serviceability
limit states in structures with uncertain dynamic excitation and incom-
plete output data,” Probabilistic Engineering Mechanics, vol. 22, no. 1,
pp. 50 – 62, 2007.

[14] E. M. Hernandez, “A natural observer for optimal state estimation in



Preprint: 23rd International Conference on Information Fusion — Virtual Conference July 6 - 9, 2020

second order linear structural systems,” Mechanical Systems and Signal

Processing, vol. 25, no. 8, pp. 2938 – 2947, 2011.

[15] E. M. Hernandez, D. Bernal, and L. Caracoglia, “On-line monitoring of
wind-induced stresses and fatigue damage in instrumented structures,”
Structural Control and Health Monitoring, vol. 20, no. 10, pp. 1291–
1302, 2013.

[16] K. Erazo and E. M. Hernandez, “A model-based observer for state and
stress estimation in structural and mechanical systems: Experimental
validation,” Mechanical Systems and Signal Processing, vol. 43, no. 1,
pp. 141 – 152, 2014.

[17] A. Smyth and M. Wu, “Multi-rate Kalman filtering for the data fusion
of displacement and acceleration response measurements in dynamic
system monitoring,” Mechanical Systems and Signal Processing, vol. 21,
no. 2, pp. 706 – 723, 2007.

[18] F. Gao and Y. Lu, “A Kalman-filter based time-domain analysis for
structural damage diagnosis with noisy signals,” Journal of Sound and

Vibration, vol. 297, no. 3, pp. 916 – 930, 2006.

[19] E. Reynders and G. D. Roeck, “Reference-based combined determinis-
tic–stochastic subspace identification for experimental and operational
modal analysis,” Mechanical Systems and Signal Processing, vol. 22,
no. 3, pp. 617 – 637, 2008.

[20] D. Bernal, “Kalman filter damage detection in the presence of chang-
ing process and measurement noise,” Mechanical Systems and Signal

Processing, vol. 39, no. 1, pp. 361 – 371, 2013.

[21] L. Jeen-Shang and Z. Yigong, “Nonlinear structural identification using
extended Kalman filter,” Computers & Structures, vol. 52, no. 4, pp.
757 – 764, 1994.

[22] A. Corigliano and S. Mariani, “Parameter identification in explicit struc-
tural dynamics: performance of the extended Kalman filter,” Computer

Methods in Applied Mechanics and Engineering, vol. 193, no. 36, pp.
3807 – 3835, 2004.

[23] J. N. Yang, S. Lin, H. Huang, and L. Zhou, “An adaptive extended
Kalman filter for structural damage identification,” Structural Control

and Health Monitoring, vol. 13, no. 4, pp. 849–867, 2006.

[24] X. Liu, P. Escamilla-Ambrosio, and N. Lieven, “Extended Kalman
filtering for the detection of damage in linear mechanical structures,”
Journal of Sound and Vibration, vol. 325, no. 4, pp. 1023 – 1046, 2009.

[25] C. Fritzen and S. Zhu, “Updating of finite element models by means of
measured information,” Computers & Structures, vol. 40, no. 2, pp. 475
– 486, 1991.

[26] Z. Wan, T. Wang, L. Li, and Z. Xu, “A novel coupled
state/input/parameter identification method for linear structural systems,”
Shock and Vibration, vol. 2018, 2018.

[27] S. Mariani and A. Ghisi, “Unscented Kalman filtering for nonlinear
structural dynamics,” Nonlinear Dynamics, vol. 49, no. 1-2, pp. 131–
150, 2007.

[28] J. Ching, J. L. Beck, and K. A. Porter, “Bayesian state and parameter
estimation of uncertain dynamical systems,” Probabilistic Engineering

Mechanics, vol. 21, no. 1, pp. 81 – 96, 2006.

[29] E. N. Chatzi and A. W. Smyth, “The unscented Kalman filter and
particle filter methods for nonlinear structural system identification with
non-collocated heterogeneous sensing,” Structural Control and Health

Monitoring, vol. 16, no. 1, pp. 99–123, 2009.

[30] F. Daum, J. Huang, and A. Noushin, “New Theory and Numerical
Results for Gromov’s Method for Stochastic Particle Flow Filters,” in
2018 21st International Conference on Information Fusion, 2018, pp.
108–115.

[31] D. F. Crouse, “Particle Flow Filters: Biases and Bias Avoidance,” in
2019 22th International Conference on Information Fusion, 2019, pp.
1–8.

[32] Y. Bar-Shalom, X.-R. Li, and T. Kirubarajan, “Estimation with Appli-
cations to Navigation and Tracking,” 2001.

[33] A. Zia, T. Kirubarajan, J. P. Reilly, D. Yee, K. Punithakumar, and
S. Shirani, “An EM Algorithm for Nonlinear State Estimation With
Model Uncertainties,” IEEE Transactions on Signal Processing, vol. 56,
no. 3, pp. 921–936, March 2008.

[34] H. J. Palanthandalam-Madapusi and D. S. Bernstein, “Unbiased
Minimum-variance Filtering for Input Reconstruction,” in American

Control Conference, July 2007, pp. 5712–5717.

[35] S. Gillijns and B. De Moor, “Unbiased minimum-variance input and
state estimation for linear discrete-time systems,” Automatica, vol. 43,
no. 1, pp. 111–116, 2007.

[36] S. Gillijns and B. D. Moor, “Unbiased minimum-variance input and
state estimation for linear discrete-time systems with direct feedthrough,”
Automatica, vol. 43, no. 5, pp. 934 – 937, 2007.

[37] E. Lourens, E. Reynders, G. De Roeck, G. Degrande, and G. Lombaert,
“An augmented Kalman filter for force identification in structural
dynamics,” Mechanical Systems and Signal Processing, vol. 27, pp. 446–
460, 2012.

[38] F. Naets, R. Pastorino, J. Cuadrado, and W. Desmet, “Online state
and input force estimation for multibody models employing extended
Kalman filtering,” Multibody System Dynamics, vol. 32, no. 3, pp. 317–
336, 2014.

[39] F. Naets, J. Cuadrado, and W. Desmet, “Stable force identification in
structural dynamics using Kalman filtering and dummy-measurements,”
Mechanical Systems and Signal Processing, vol. 50, pp. 235–248, 2015.

[40] S. E. Azam, E. Chatzi, C. Papadimitriou, and A. Smyth, “Experimental
validation of the Kalman-type filters for online and real-time state and
input estimation,” Journal of vibration and control, vol. 23, no. 15, pp.
2494–2519, 2017.

[41] G. Evensen, “Sequential data assimilation with a nonlinear quasi-
geostrophic model using Monte Carlo methods to forecast error statis-
tics,” Journal of Geophysical Research: Oceans, vol. 99, no. C5, pp.
10 143–10 162, 1994.

[42] ——, “The Ensemble Kalman Filter theoretical formulation and practical
implementation,” Ocean dynamics, vol. 53, no. 4, pp. 343–367, 2003.

[43] ——, Data assimilation: the ensemble Kalman filter. Springer Science
and Business Media, 2009.

[44] C.-K. Ma and C.-C. Ho, “An inverse method for the estimation of input
forces acting on non-linear structural systems,” Journal of Sound and

Vibration, vol. 275, no. 3-5, pp. 953–971, 2004.
[45] S. Gillijns, O. B. Mendoza, J. Chandrasekar, B. De Moor, D. Bernstein,

and A. Ridley, “What is the ensemble Kalman filter and how well does
it work?” in American Control Conference, 2006, pp. 6–pp.


